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Lexicon-based sentiment analysis aims to address the problem of extracting people’s opinions from their
comments on the Web using a pre-defined lexicon of opinionated words. In contrast to machine learning
approach, lexicon-based methods are domain-independent methods which do not need a large annotated
training corpus and hence are faster. This makes the lexicon-based approach to be prevalent in the sentiment
analysis community. However, the story is different for Persian language. In contrast to English, using lexicon-
based method in Persian is a new discipline. There are rather limited resources available for sentiment analysis
in Persian making the accuracy of the existing lexicon-based methods lower than that of other languages. In
the current study, first an exhaustive investigation of lexicon-based method is performed. Then, two new
resources are introduced in order to addresses the problem of resource scarcity for sentiment analysis in
Persian; a carefully labeled lexicon of sentiment words, PerLex, and a new hand-made dataset of about 16000
rated documents, PerView. Moreover, a new hybrid method using both machine learning and lexicon-based
approach is presented in which PerLex words are used to train the machine learning algorithm. Experiments
are carried out on our new PerView dataset. Results indicate that the accuracy of PerLex is higher than
that of the existing lexicons. Also, the results show that using PerLex significantly decreases the execution
time of the proposed system in comparison to using existing lexicons. Moreover, the results demonstrate
the excellence of using opinionated lexicon terms followed by bigrams as the features employed in machine
learning method.
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1 INTRODUCTION

Sentiment analysis (SA) is a subfield of natural language processing (NLP) and data mining (DM)
that concentrates on the process of computationally identifying and extracting people’s opinions
and attitudes expressed in their comments on the Web [8].

Research on SA started in early 2000s and since then, it has become an active research topic
in DM and NLP communities. There are plenty of academic and industrial applications for SA
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including extracting customers’ attitudes toward a product or service [34], social media monitoring
[14], analysis of political tweets [12], and predicting sales performance [33].

Existing approaches are classified into two main categories; corpus-based machine learning (ML)
approach and lexicon-based method [30, 31]. Although machine learning approaches offer some
advantages such as the ability to identify implied sentiment [32], they suffer from several draw-
backs such as needing a corpus of human-annotated reviews for training, and depending on the
domain they were trained on [21, 30]. Lexicon-based approaches are robust, domain-independent
methods that can be easily improved using different sources of knowledge [30].

Most researchers in the SA field have investigated widespread languages such as English, Chi-
nese, or Arabic and few studies have targeted the Persian language [7, 23]. Persian is spoken by
more than a hundred million speakers in Iran, Afghanistan, and many states of the former Soviet
Union [7]. However, Persian language has not received the attention it deserves and hence, there
are limited available linguistic resources for it.

As pointed out earlier, SA applications use either lexicon-based or ML methods. The resource
exploited in the former is a lexicon of labelled sentiment words, while a human-annotated dataset
is the resource used in the latter. The more precise the resources are, the more accurate results will
be obtained. This paper introduces two new resources; a carefully labelled lexicon of sentiment
words, PerLex, and a new dataset, PerView.

PerLex is an accurate lexicon of common sentiment-bearing words augmented with a list of
emoticons. In the process of creating this lexicon, we selected two well-known existing lexicons,
NRC and SentiStrength as the base lexicons. Having conducted different experiments on these
lexicons to demonstrate their shortcomings, we found that the main drawback of these lexicons is
that they are directly translated from English. In order to overcome their shortcomings, we remove
all the words which do not convey sentiment in Persian from NRC and SentiStrength. Then, we
remove those words corresponding to long phrases in Persian that are never matched with phrases
in a real comment. In the next step, all tokens are carefully reviewed and those with incorrect
label are corrected. Finally, new missing words and phrases are added to the PerLex. More detailed
information explaining how PerLex is developed is provided in Section 3.

Almost all previous studies on SA in Persian language suffer from the unavailability of a large
dataset [7, 23]. PerView is introduced in this paper to fill this gap. This dataset contains about
16000 users’ reviews and was labelled at the document-level. More details about these resources
will be presented in Section 3.

To the best of our knowledge, existing corpus-based methods for SA in Persian language use
either n-grams features or semantic features [23]. In order to enhance the accuracy of corpus-
based approach, a new hybrid method for SA in Persian is presented in this paper. This method is
an ML-based method exploiting sentiment words listed in PerLex as the training features.

The remainder of the paper is organized as follows. Section 2 reviews the background and re-
lated work; Section 3 illustrates the methodology and the proposed system; Section 4 reports the
experimental results and presents a discussion of the examined methods; Finally, Section 5 sets
out the conclusion and future work.

2 RELATED WORK

Sentiment analysis has attracted a lot of attention in recent years, especially for widespread lan-
guages such as English [19] and numerous studies for SA has been published so far [11, 17, 18].
However, we do not intend to review SA studies on English language in this section. Instead, we
will present a comprehensive literature review of SA studies focusing on Persian language.

The first published study on SA investigating Persian language has been reported by Shams et
al. [27]. They suggested an unsupervised LDA-based method and evaluated their method on three
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Table 1. Review of sentiment analysis studies in Persian.

Author Title Year Limitations
A non-parametric LDA-based in- tgﬁltedl tr?ori(s)lanlt;,n (ie:eg:
Shams et al. [27] duction method for sentiment anal- 2012 8 guas
. specific problems. Employs
ysis .
a relatively small dataset.

. Sentiment classification in Persian: L‘1m1ted to_ polarity detec-
Bagheri and Saraee . . . tion. Ignores language-
Introducing a mutual information- 2012 .

[5] . specific problems. Employs
based method for feature selection .
a relatively small dataset.
Hajmohammadi and A SVM-based method for senti- L.1m1ted to_ polarity detec-
. . . 2013 tion. Only n-grams features
Ibrahim [16]] ment analysis in Persian language
are used.
Basiri et al. [7] A F.ramew.ork for Sentiment Analy- 2014 lelted to polarity detec-
sis in Persian tion.
Limited to polarity detec-
Bagheri and Saraee Feature Selection Methods in Per- 2013 tion. Only utilized Naive
[19] sian Sentiment Analysis Bayes. Employs a small and
domain-specific dataset.
Feature extraction in opinion min- Limited to polarity detec-
Rabooki et al. [15] . . P 2015 tion. Employs a very small
ing through Persian reviews
dataset.
Alimardani and Opinion Mmlr‘lg n Per§1an Limited to polarity detec-
. Language  Using  Supervised 2015 .
Aghaei [3] . tion.
Algorithms
Dashtipour et al. [13] PerS.ent: A Free;ly Available Persian 2016 L.1m1ted to polarity detec-
Sentiment Lexicons tion.
Basiri and Kabiri [9] Sentence-level sentiment analysis 2017 Limited to sentence-level.

in Persian

manually created datasets about hotels, cell-phones, and digital cameras. Although they reported
a 9% improvement in comparison to a baseline algorithm, their study had some limitations. First,
their method is applicable only for polarity detection. Second, they did not deal with language-
specific problems of SA in Persian language. Finally, the datasets on which they reported their
results were relatively small.

Bagheri and Saraee [5] proposed a model for SA in Persian language employing Naive Bayes
algorithm for classification. They also presented a feature selection method based on the mutual
information and evaluated their model on a manually gathered collection of cell-phone reviews.
This study has the same limitations as that of Shams et al [27].

Later on, Hajmohammadi and Ibrahim [16] compared the performance of two standard ML
techniques, SVM and Naive Bayes, on a dataset of online Persian movie reviews. According to
the previous studies, this method was restricted to the polarity detection problem. Moreover, only
n-grams features were used for training the classifier.

Basiri et al. [7], proposed a framework for SA in Persian language in which some of the Persian
text processing difficulties were considered. Their proposed system could be considered as the
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first lexicon-based method for SA on Persian language. Three ML algorithms, namely Naive Bayes,
SMO, and J48 were compared with the lexicon-based approach and the authors stated that their
“proposed approach outperforms machine learning methods in terms of MAE and F-score” [7].
This study was also limited to polarity detection problem.

In a similar study, Bagheri and Saraee [24] addressed some of the Persian text processing diffi-
culties and investigated different feature selection methods for polarity detection. This study had
two limitations; first, it only utilized Naive Bayes learning algorithm. Second, the dataset on which
they evaluated their method was too small and domain-specific.

Rabooki et al. [15] proposed a feature extraction method for SA on Persian reviews. Specifically,
they first created a lexicon and performed some pre-processing steps on the reviews. Then, they
applied two feature extraction methods; a frequency-based method and an association rule-based
method. Finally, they assessed the performance of their methods on a dataset of user reviews. Sim-
ilar to the previous reported research on Persian SA, this study focused on the polarity detection.
Another limitation of this study was the size of the dataset used for evaluation that contained only
340 reviews.

Recently, Alimardani and Aghaei [3] proposed a method for polarity detection applying the
combination of Persian SentiWordNet and three ML algorithms. Specifically, they first created a
Persian SentiWordNet using the existing English SentiWordNet and Persian WordNet. Finally, they
used the Persian SentiWordNet to weight the features.

More recently, Dastipour et al., published a freely available lexicon, PerSent, containing 1500
phrases and their POS tags. They evaluated their lexicon with two ML methods and reported
an average overall accuracy of about 62%. One of the advantages of this study is the POS tags
associated with sentiment-bearing words. However, the main drawback of their lexicon is that
it contains many unconventional Persian phrases which are barely seen in informal Web texts.
Moreover, the accuracy of sentiment labels could be higher. For example, in PerSent, sentiment
words such as “beautiful”, “correct”, and “detrimental” are all considered as neutral words.

In summary, all the above-mentioned studies have some similar limitations. They all have ad-
dressed the polarity detection problem. This could be considered as a limiting factor for SA meth-
ods since recent applications of SA need more detailed analysis such as rating predition. For ex-
ample, in order to utilize the history of reviewers’ comments, sentiment polarity is not sufficient
for the method proposed by Basiri et al. [8]. Moreover, the dataset used for evaluation in almost
all the studies have had less than 1000 records. This increases the randomness of results which in
turn makes the reported results unreliable. Also, almost all of them are either pure lexicon-based
or ML-based approaches. A review of the above-mentioned studies is depicted in Table 1.

3 PROPOSED SYSTEM

As mentioned earlier, the study of SA in Persian language has just started since 2012 and the first
lexicon-based approach for SA in Persian is reported in 2014 [7]. In the lexicon-based approach a
dictionary of words and their corresponding sentiment label is used to specify the overall senti-
ment of a sentence or a document [17]. This approach, compared to the machine learning method,
has several advantages such as robustness, domain-independency, ease of implementation, and the
ability to be improved using different sources of knowledge. Therefore, we focus on this approach.
The overall view of the proposed lexicon-based approach is depicted in Figure 1.

The input to the system in Figure 1 is a review containing at least one sentence. The output
of the system, on the other hand, is a 5-star score for every test review. In fact, in contrast to
the previous studies on SA in Persian, we focus on the rating prediction problem instead of the
polarity detection problem. Different steps of each part of Figure 1 will be described in details in
the following sub-sections.
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Fig. 1. The proposed lexicon-based approach.

3.1 Pre-processing

In the preprocessing phase of Figure 1, six preprocessing steps are applied; filtering, correction
of repetitive chars, correction of punctuation, consolidation of multi-forms chars, filtering illegal
chars, and normalization.

e Filtering other languages’ words: Those words not belonging to Persian are removed because
the lexicon does not contain any non-Persian words. For example, many words such as mod-
els’ and brands’ names, dates, and place names are written in English, and omitting them
has no effect on the performance of the system.
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Table 2. Typical examples of common simplification rules in informal writing.

Replacement pattern Standard Informal English translation
form form
ol 0950 Cheap
ol by os o5 a8 Expensive
ol O Young
RS Ty Jumps
sbys Ly ) o £ Buys
e °rs Wins
Sl g ofatt It is more important
<l by e Sl S oS It is less than
Sl ordlr It is more interesting
s Jlis s I am happy
e bye it (halas ks I am sure
ot Al poell I am hopeless

o Correction of repetitive chars: Repetitive characters that are used for emphasis are removed
to enhance the matching process.

e Correction of punctuation: Similar to the previous case, repetitive punctuation are also re-
moved.

e Consolidation multi-forms chars: Some letters in Persian have different Unicode. In partic-
ular, this problem occurs for those words containing letters like ¢ and S'(for ’i’ and 'k,
respectively).

e Filtering illegal chars: Some illegal characters used as abbreviations and are not necessary in
lexicon-based methods.

o Normalization: This step is used to convert informal style to formal style writing. In the in-
formal style, grammatical rules are usually ignored and some simplifying rules are applied
to the words (Table 2). Although this informal style is not common in news, books, and
newspapers, it has become too widespread in recent years in social media. We used NLP-
Tools, a freely available toolbox developed by Web Technology Lab at Ferdowsi University
of Mashad [2].

3.2 Score Detection

Although in recent years some methods have been proposed to detect sentiment score in English,
all the reported studies for Persian SA have targeted the polarity detection problem [4, 9, 13, 27].
Score detection methods are used to detect the degree to which a review is positive or negative.
As mentioned earlier, there are three common approaches for SA; lexicon-based, ML-based, and
hybrid approaches.

In the lexicon-based approach, having performed the pre-processing steps on the input review,
we use part-of-speech (POS) tags to specify verbs in order to separate sentences. We do so because
usually each verb has an independent meaning, and thereby it can be used to specify sentences’
boundaries. Then, all words of each sentence are looked up in a lexicon of sentiment words and the
average of the score of the matched words are considered as the score of the sentence. Besides, due
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to the nature of Persian language, numerous suffixes associate with Persian words, most of which
are pronouns. This issue decreases the chance of full-matching of words with lexicon words. For
example, in the sentence £ b Rl pesle (“I saw her beautiful car”), the character * is a pronoun
suffix accompanying the adjective ‘< (beautiful). In order to address this difficulty, we use partial-
matching instead of full-matching in labeling phase in Figure 1. Partial-matching approach first
tries to divide the pre-known suffixes from the main word. Then, it looks up the separated word
in the lexicon. This process is somehow similar to what usually is done in stemming phases.

Finally, just those sentences with the indicative mood are passed to the next phase. The rationale
behind this policy is that usually interrogative sentences do not carry reliable facts to which we
can base our prediction. For instance, although the sentence “Do you think Toyota is a good car?”
contains a positive adjective, “good”, its writer does not express a positive idea about that car,
instead it just means to ask to see whether it is a good car or not. That is why we employ this
policy on our prediction. Moreover, we consider punctuation as a reliable source to determine the
mood of a sentence.

3.3 Score Aggregation

The aim of the aggregation mechanism is to calculate the overall sentiment score of a review
based on the scores calculated for its sentences. In the document-level SA, score aggregation is
a data fusion step to combine sentence scores into a single review score. Despite its importance,
score aggregation in SA has not received much attention it deserves so far [8] and in most studies
simple methods such as maximum of scores, majority voting, and simple averaging [6] are used.
Recently, a formally defined method for score aggregation based on the Dempster-Shafer (DS)
Theory of Evidence [26] has been proposed by Basiri, et al. [6]. It has been shown that the DS-
based aggregation method clearly outperforms other aggregation methods used in SA [6]. There
may be two reasons for this; firstly, the DS-based method takes all pieces of evidence into account,
secondly, it preserves maximal agreements among the evidence [25].

In order to use the DS-based method for score aggregation, we first define the sentence scores
computed by the score detection module of the previous section as the evidence. Then, we define
the mass function (a basic probability assignment) as follows:

score — min
m_S(A) = ————— (1)
max — min
Where S is a sentence, score is the output of the score detection module for this sentence, max
and min are the maximum and minimum scores of all sentences, respectively. This mass function
reflects the degree to which a review is positive. As could be seen, this function is a basic probability
assignment (BPA) and has the following necessary properties:

m(@ =0 and > m(4)=1 )

me2¢

Where, 0 is a finite set of mutually exclusive hypotheses, called frame of discernment. These prop-
erties must be held for any mass function in the DS theory.

The next step for using DS in our method is to use Dempster’s rule of combination for aggre-
gating n sentence scores as follows:

Zar x=al = mj(Xi)
1-K

my,...n(A) = 3)
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Where, the denominator, K, is a normalization factor to ensure that m;,__,(A) remains a BPA and

is computed as follows:
n
K=1- > ([ [m&x) (4)
N, Xi=¢ Jj=1
Since the DS rule of combination is both commutative and associative, we can iteratively apply
the following equation in order to avoid the computational complexity of Equation 3:

2xny=a Mn(X)mo(Y)
1- ZXHY:(;S M (X)mo(Y)

Where m,, and m, correspond to the new and old existing evidence. In other words, m, is the
aggregated value from the previous iteration of Dempster’s rule of combination and m,, is calcu-
lated for the current sentence. Eventually, the final aggregated m(A) is scaled to a five-star score
as follows:

m(A) =

(©)

FiveStarScore = round((m(A x 4) + 1). (6)

3.4 The Proposed hybrid method

In order to utilize the benefits of lexicon-based and ML-based approaches, we have proposed a
hybrid method as depicted in Figure 2.

As shown in Figure 2, the proposed hybrid method is a feature-level combination of lexicon-
based and ML-based methods. Specifically, having pre-processed the input review, we use lexicon
terms and bigrams in the feature extraction step. The reason for combining lexicon-based and
bigram features is that previous studies have shown that the best performance could be obtained
through unigrams and bigrams [28]. However, in the current study, the unigrams are replaced by
lexicon terms. The rationale behind using lexicon features is that in contrast to the non-sentiment
bearing unigrams, lexicon terms are determinants of the overall sentiment of the review. Hence,
using lexicon terms should improve the performance of the system.

Like ML-based methods, the proposed hybrid method would suffer from the large size of feature
space if feature selection was not used. Following feature selection steps are used in the proposed
systems.

e Occurrence filter: In this step, those features occurring less than 10 times are considered as
rare features. In order to simultaneously reduce the size of the feature vector and increase
the precision of the proposed hybrid system, we prune the feature vector by removing the
rare features.

o Stop word filter: Although they are very frequent features, stop words not only do not play
a significant role in sentiment prediction process, but also decrease the performance of the
system.

The final step in Figure 2 is training and validation phase which is necessary in ML-based meth-
ods [22].

3.5 Creating the PerLex'

Although some previous studies followed the lexicon-based approach, they addressed the prob-
lem simplistically [4, 7]. For example, almost all the existing lexicon-based approaches have used
automatically translated lexicons from English. This rises different problems such as follows.

1 All resources introduced in this paper are available at the file menu of the homepage of the first author.
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Fig. 2. The Proposed hybrid methods for SA.

e There is not always a one-to-one relationship between sentiment words of the source and
destination languages. For example, a word like ball in English is not a sentiment word while
in the informal Persian, this word (i.e. its translation) is used instead of perfect.

e Some sentiment words in the source language have different translation in the destination
language, each with a different sentiment score.

e Some words in the source language correspond to a phrase or sentence in the destination
language, making the translated entry pointless or useless.

e Automatic translation errors change the meaning and hence the polarity of some words. For
example, the word abba in NRC lexicon is a positive word mistakenly translated to avoid in
Persian which is obviously a negative word.
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Since the core of every lexicon-based approach is the lexicon it exploits, the above-mentioned
problems can significantly decrease their performance. In order to overcome such problems, hav-
ing analyzed the performance of NRC and SentiStrength lexicons for SA in Persian, we design
a new lexicon, PerLex, which can be used for both polarity detection and rating the prediction
problems. The overall process of creating PerLex is shown in Figure 3.

As can be seen in Figure 3, PerLex can be seen as the intersection of three lexicons, CNRC,
Adjectives, and Persian SentiStrength in which a post-processing step is performed. Introduced in
our previous study, CNRC is the corrected version of NRC lexicon [9]. In order to create Persian
SentiStrength, we first converted its score to 5-star scale and then used machine translation to
translate its sentiment words into Persian. The process of creating the Adjective lexicon is as
follows.

According to the previous studies on sentiment analysis, adjectives are one of the most impor-
tant signs of sentiment [10, 29]. Keeping this fact in mind, we use the PerView dataset to extract
the adjectives. First, a pre-processing step is applied to the dataset in which the following four
tasks are performed as described in Section 3.1.

e Filtering non-Persian words.

e Correction of the repetitive characters.
e Consolidation of multi-form words.

e Normalization.

Having pre-processed the dataset as described above, we use a POS tagger to specify POS labels
of the words. Based on the POS tags we filter the dataset by AD] tags to keep just adjectives. Finally,
the resulted adjectives are labelled manually in a 5-star scale.

After the above-mentioned steps, three Persian lexicons are intersected and the following post-
processing steps are applied on the intersection result to form PerLex.

e Pointless words removal: in this step, all words that do not convey sentiment in Persian lan-
guage are removed.

e Long phrases removal: this step is considered to remove those words corresponding to long
phrases in Persian that are never matched with phrases in a real comment.

e Semantic filtering: in this step, all tokens are carefully reviewed and those with incorrect
label are corrected.

Finally, the labels of each word in PerLex is calculated by employing Dempster-Shafer (DS)
Theory of Evidence on all available three lexicons [8, 20].

4 RESULTS AND DISCUSSION

In order to show the effectiveness of PerLex, two series of experiments are conducted on PerView
dataset. In the first experiment, we aim to answer the following research questions:

(1) With respect to their constituent words, what is the difference between PerLex and the ex-
isting lexicons?

(2) Does PerLex produce more accurate results when it is used in a pure lexicon-based approach?

In the second experiment, our goal is to answer the following research question:

Is the proposed hybrid method superior to lexicon-based and ML-based methods for SA in Per-
sian?

4.1 Dataset and Evaluation Metrics

As mentioned earlier, one of the most shortcomings of the previous studies on SA in Persian is
the small size of the dataset they used. In this study, we introduced PerView as a large manually
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Table 3. Specifications of seven lexicons.

Lexicon Number of words Words’ Max occurrence Unique
occurrence words

NRC 9449 33% 9003 63%
CNRC 2697 38% 2229 0%
SentiStrength 2765 35% 2618 45%
Adjectives 1677 91% 3527 54%
LexiPers 6500 12% 4315 83%
PerSent 1470 17% 2709 77%
PerLex 174 98% 2229 0%

labelled dataset which can be used for document-level SA in Persian. This dataset contains 16000
user comments collected from Digikala.com, the biggest e-commerce start-up in Iran and the Mid-
dle East [1]. The PerView comments have been collected since July 2016 to February 2017. It con-
tains customers’ comments about digital equipment including cell-phones, cameras, and computer
peripheral.

In our experiments, we have used five evaluation criteria; Precision (1), recall (p), F-Measure,
accuracy, and MAE. These criteria are common in the previous studies [6, 7, 23] and are defined
as follows:

_ _TP
T = Tp+FP’
_ TP
P = TPrFN>
2XmTXp
F — Measure = ——
T+p
— TP+TN
Accuracy = FprppyTNTEN
1l
21 pi — il
MAE = &t '8
n

Where TP, TN, FP, and FN are true positive, true negative, false positive, and false negative, re-
spectively [7]. For MAE, n is the number of test comments and p; and r; are predicted and real rate
of the i*" test comment, respectively.

4.2 Differences of lexicons

As mentioned earlier, in this study, seven lexicons are tested, NRC, CNRC, SentiStrength, Adjec-
tives, LexiPers, PerSent, and our proposed lexicon, PerLex. In order to answer the first research
question, we analyze the lexicons. Specifications of these lexicons are presented in Table 3.

The second column in Table 3 shows the percent of words occurred at least one time in the
PerView dataset. The third column shows the frequency of the most frequent words of each lexicon
and the forth column shows the percent of unique words. As can be seen in Table 3, NRC contains
more words compared to other lexicons but as shown in the experiments, most of its words are
not prevalent sentiment-bearing words.

In order to clarify the differences between the lexicons, their word clouds are depicted in Fig-
ure 4.

As could be seen in Figure 4, there are many frequent non-opinionated words in NRC. Such
words can severely decrease the quality of this lexicon. On the other hand, the other six lexicons
seem similar in that the most frequent words in all of them are positive words. In order to show the
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Fig. 4. The Word cloud of seven lexicons: (a) Adjectives, (b) CNRC, (c) PerLex, (d) SentiStrength, (e) NRC, (f)
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Table 4. Specifications of seven lexicons.

Lexicon Top ten frequent words
NRC and, hello, it, very, until, excellent, work, good, opinion, then
CNRC excellent, good, difficulty, friend, no, dear, quality, little, model, slow
SentiStrength  better, excellent, good, difficulty, friend, dear, ever, price, little, goodness
Adjectives better, excellent, good, difficulty, thankful, dear, quality, open, little
LexiPers slow, good, later, problem, two, low, no, thankful, friend, open
PerSent all, good, later, have been, low, to make, soft, done, right, to be

excellent, good, difficulty, friend, dear, little, important, hard, satisfied, com-
PerLex fortable

differences between lexicons more clearly, top ten frequent words of lexicons are listed in Table 4.
Each row in this table shows 10 most frequent words sorted according to their frequency from left
to right.

In order to answer the second research question, we have tested each lexicon in a pure lexicon-
based system described in Figure 1. The comparison of the results obtained using different lexicons
are presented in Figure 5 and Figure 6.

Results obtained using NRC lexicon are omitted because of its poor performance. A significant
point in Figure 5 is that the recall of all lexicons are nearly identical while their precisions are
different. This shows that the false positive is different for different lexicons. Specifically, according
to Figure 5, the PerLex has the lowest false positive and hence, its precision is higher than the other
lexicons. Another point in Figure 5 is that the performance of LexiPers is lower than other lexicons.
These results answer the second research question successfully.

An important factor for preferring one lexicon over other lexicons is its size, because it directly
affects the overall time complexity of system. In order to show this, we compare the execution
time of the proposed system using different lexicons in Figure 7. All steps were implemented in
Java 8 on a 3740QM-17 machine with 3.7 Ghz CPU, 6 MB cache, and 16 GB RAM.

As could be seen in Figure 7, the execution time of the system using LexiPers and NRC is more
than three times of using CNRC while as pointed out earlier, the performance of CNRC is signif-
icantly higher than that of those two lexicons. Moreover, PerLex has the lowest execution time
which, beside its higher performance, makes it the best choice among the tested lexicons. This
significantly lower execution time also makes PerLex a suitable choice for online applications.

The third research question can be answered by comparing the performance of the proposed
hybrid method described in Figure 2 with lexicon-based and ML-based methods. Both ML-based
and hybrid methods use Naive Bayes classifier that has been previously shown to be a successful
ML-based classifier for sentiment analysis [6, 8].

As can be seen in Figure 8, with respect to all three performance measures, the proposed hybrid
method (the yellow sphere) outperforms both the lexicon-based (The silver sphere) and ML-based
methods (the green, blue, and orange spheres). This justifies the fact that although ML-based meth-
ods outperform the lexicon-based method, the ML-based method can be enhanced when unigram
features are replaced by PerLex terms. Hence, the third research question is successfully addressed.

5 CONCLUSIONS

Persian language is the official language of Iran and more than a hundred million people around the
world speak in Persian. However, sentiment analysis in Persian language is a young research field.
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LexiPers
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Fig. 5. The Comparison of the performance of using PerLex with other lexicons.

Although early studies preferred machine learning methods to lexicon-based approach, lexicon-
based sentiment analysis methods have attracted an increasing attention in recent years. Com-
pared to their counterparts in English, existing lexicon-based methods for sentiment analysis
in Persian have a lower performance. In order to address this problem and to improve the per-
formance of lexicon-based methods, an exhaustive investigation of lexicon-based method is per-
formed in the current study. The investigation results showed that the main reason for the low
performance of sentiment analysis in Persian language is the resource scarcity problem. In order
to address this problem, two new resources are introduced; a carefully labelled lexicon of sentiment
words, PerLex, and a new hand-made dataset of about 16000 rated documents, PerView.

In construction of PerLex, three lexicons are used and several pre-processing and post-processing
steps are applied on the resulted lexicon. In order to show the performance of the PerLex, several
experiments are carried out on PerView dataset. Results indicate that the accuracy of PerLex is
higher than the existing lexicons. Moreover, a new hybrid method using both machine learning
and lexicon-based approach is presented in which PerLex words are used to train the machine
learning algorithm. This hybrid method is shown to be more effective when PerLex terms and
bigrams are employed as the features. This shows the higher quality of the PerLex in comparison
to unigram features.

Several directions may be suggested for future research. For example, improving the proposed
lexicon using machine learning methods may be a promising suggestion. Another line of research
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Fig. 7. The Comparison of the time performance of lexicon-based method using different lexicons.

may be employing more contextual features in the proposed hybrid method. Finally, enhancing
the PerLex with contextual heuristic rules may be also considered for future work.
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